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ABSTRACT
This paper introduces a new clustering technique based on granular compu�ng. In tradi�onal clustering 
algorithms, the integra�on of the high shaping capability of the exis�ng datasets becomes fussy which in 
turn results in inferior func�oning. Furthermore, the laid-out technique will be able to avoid these 
challenges through the use of granular compu�ng to bring in a more accurate and prompt clustering 
process. The crea�on of a novel algorithm hinges on u�lizing granules, which are the informa�on chunks 
that reveal a natural structure as part of the data and also help with natural clustering. A tes�ng of the 
algorithm's features is carried out by using state-of-the-art datasets and then an algorithm's effec�veness 
is compared to the other clustering methods. The results of the experiment show significant improvement in 
clustering accuracy and reduc�on in data analysis �me, thus tes�fying how granular compu�ng is efficient 
in data analysis. This quest is not only going to serve as a reinforcement in data clustering, but it will also 
probably be an input in the broader area of unsupervised learning, reinforcing posi�ons for scalable and 
interpretable solu�ons for data-driven decision-making.

Keywords: data clustering, clustering of informa�on, granular Compu�ng, informa�on granule, unsupervised 
learning, accuracy of the algorithm

Fuzzy clustering algorithms were developed to 
handle uncertain or imprecise informa�on. The 
Fuzzy Possibilis�c C-means (FPCM) method can be 
u�lized to iden�fy outliers or eliminate noise [1]. 
However, clustering problems o�en involve large 
and high-dimensional datasets, which present 
challenges in extrac�ng useful informa�on from 
these datasets [2]. Most clustering algorithms, 
including the FPCM algorithm, are generally 
sensi�ve to large amounts of data.

Data clustering is one of the major areas that has 
gained a lot because of the huge progress being 
no�ced in the areas of granular compu�ng, 
whereby granular compu�ng is the current 
fron�er in clustering development [3]. A concept 
of segmental compu�ng, where informa�on 
blocks in its structure give a different paradigm for 
structuring and analyzing data as compared to the 
tradi�onal one. The exis�ng research, as the 
systema�c studies so to speak, has developed a 

vast background for microorganisms and has been 
helpful for different types of tasks. In addi�on, the 
complicated �es arising from the limita�ons of the 
conducted research which are, first, the indefinite 
nature of scalability, and secondly, the uncertainty 
towards the final results have been revealed; 
however, the proposed study is purposed to 
address all these.

Many heuris�c algorithms deal with high-
dimensional datasets by removing noise and 
redundant features (also known as feature 
selec�on). However, these algorithms need 
labeled samples as training samples to select the 
necessary features. Therefore, they are not 
suitable for clustering problems. Granular 
compu�ng (GrC) is a general computa�on theory 
for effec�vely using granules (such as classes, 
clusters, subsets, groups, and intervals) to 
construct an efficient computa�onal model for 
complex applica�ons with vast amounts of data, 

75

Hong Bang Interna�onal University Journal of Science ISSN: 2615 - 9686 

DOI: h�ps://doi.org/10.59294/HIUJS.VOL.6.2024.632

Hong Bang Interna�onal University Journal of Science - Vol.6 - 6/2024: 75-82

Corresponding author: Dr. Truong Quoc Hung
Email: truongqhung@gmail.com

1. INTRODUCTION



76

Hong Bang Interna�onal University Journal of ScienceISSN: 2615 - 9686

Hong Bang Interna�onal University Journal of Science - Vol.6 - 6/2024: 75-82

informa�on, and knowledge. GrC is also one of the 
ways to deal with feature selec�on problems. In 
addi�on, GrC may be used to construct a granular 
space containing a granule set that is smaller than 
the original one but con�nues to represent the 
original dataset. Thus, the size of the dataset is 
reduced, so that clustering problems with large 
and high-dimensional datasets can be solved more 
effec�vely. Therefore, hybrid models between GrC 
and fuzzy clustering can improve the clustering 
results [4-6]. Recently, the idea of granular 
gravita�onal forces (GGF) to group data points into 
granules and then process clusters on a granular 
space has been proposed [7, 8]. In this method, the 
size and noise of the original dataset are reduced, 
and the ini�al cluster centroids are determined.

Datasets have become both tangled in complexity 
and massive in size, so the major mo�ve for 
current work is to develop clustering algorithms 
that can avoid the colossal impact of this. The 
authors present the new theories and methods 
that bring rare viewpoints to exis�ng schemes and 
which as a result allows one to see more clearly the 
clustering methods. This is most significant, 
especially, in big data or machine learning which 
are where analysis of data and comprehensibility is 
taken as of the highest priority.

The organized outlook of this paper is well-cra�ed 
as it begins with theore�cal founda�ons of how 
granular compu�ng will help you in data clustering 
(in sec�on 2). A�er the previous two sec�ons, the 
method that combines the jus�fied granularity 
principle into a new clustering algorithm is 
presented and discussed in the implementa�on and 
evalua�on (Sec�on 3). The next segments will cover 
all phases of the current experiment and the final 
outcomes deduced from the research conducted.

2. PROBLEM 
2.1. Theore�cal Founda�ons
The proposal of the clustering method founda�ons 
on granular compu�ng (GC), which tool enables 
data analysis by crea�ng informa�on granules 
instead of data volumes. GC does its job using data 
encapsula�on, which helps to decouple the data 
from the physical form it has and allows opera�ons 
on it to be more inexpensive to perform.

2.1.1. Assump�on
This research is in that granules, movements of 

natural systems which are apparent on na�onal 
scales but manifest only in the analysis of local data 
clusters, are sufficient to understand the natural 
systems in ques�on. These sphere-shaped kernels 
are supposed to be achieved with an even 
granula�on throughout the en�re archival data so 
it can provide a uniform measurement of 
granularity throughout the dataset.

2.1.2. Formulas
Granularity Coefficient (GC): The Grain Size 
Coefficient is a quan�ta�ve measurement that 
specifies how varying the granularity is within a 
dataset. The granularity is computed by dividing the 
sum of the granules by the data point's total number 
of data points. Formula: GC = g/n, where g is the 
number of granules, and n is the number of samples.

Bigger GC specifica�on shows that data was 
divided into smaller-grained groups with a higher 
number of their ra�ons, which also means that 
clustering was done more accurately. On the 
contrary, the low GC value is a hint that the 
distribu�on has a wider granularity and a bigger 
size, which means that the groups are fewer and 
larger in those clusters [9]. The Granula�on Radius 
is the area occupied by a granule in the whole set. 
It indicates the dimension of the granules when 
the spa�al rela�onships of the data points are 
considered as another main factor.
a. The process of Genera�ng Granular Space
Some defini�ons which were proposed in [10], are 
introduced to granulate the clustering system as follows:
Defini�on 1: Granular Space Compu�ng 

dGiven dataset X = {x  , x  Î R }, i = 1, 2, …, n, where n is i i

the number of samples on X. The granular space G = 
{G1, G2, …, G } is used to cover and represent the g

data set X. The G  coverage degree is determined asj 

                         , where ǀG ǀ is the number of samples j 

in G .j  

The basic model of granular space coverage can be 
expressed as:

When other factors remain unchanged, the higher 
the coverage, the less the sample informa�on is lost, 
and the more the number of granules, the 
characteriza�on is more accurate. Therefore, the 
minimum number of granules should be considered 
to obtain the maximum coverage degree when 
genera�ng granules. In most cases, β  and  β   are set 1 2

to 1 by default.

(1)
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Defini�on 2: The Process of Genera�ng Granular Space
- For each G  , the θ  is the center of G  and r  is the j j j j

radius of G  . The defini�ons of θ  and r  are as follows:j j j

 

- Distribu�on Measure DM  is defined as follows:j

where                                      is the sum radius in Gj.

- We treat the whole dataset as a granular space O. 
Suppose that O  are sub-granules of O and both k

DM  and DM are smaller than DM  then O was O1 O2  O1

split into O  and O . The DM  (weighted DM 1 2 W

value) can be�er adapt to noisy data. It is defined 
as follows:

- Removing granules with a radius that is too large: 
if r  > 2 * max (mean(r), median(r)) then G  is split.j j

The Genera�on of the Granular-Space algorithm 
can be briefly described as follows:

Algorithm 1 Genera�on of Granular-Space.
dInput: A dataset X = {x  , x  Î R }, i = 1, 2, …, n the i i

number of clusters c (1< c < n)
Output: The granular space G
1- For each granule G  in X doj

2- Calculate DM , DM  by using (1), (2), (3), (4)O W 

3- If DM ³ DM  Then Split GW   O j

4- If the number of G not changing Then break; 
5- End For
6- For each granule G  in X doj

7- calculate (mean(r), median(r),

8- If r ³�2 * max (mean(r), median(r)) Then Split Gj   j

9- If the number of G is not changing Then break;
10- End For
11- Return G
b. Clustering FPCM based on Granular-Space 
(FPCM-GS).
First, execute Algorithm 1 to obtain the granular 
space G, then apply the Fuzzy Possibilis�c C-Means 
Clustering Algorithm [1] on the granular space G 
(FPCM-GS).
The objec�ve func�on for FPCM-GS was built as 
follows:

where g is the number of granules on G, c is the 
number of clusters, d  is the distance between the ik

centroid v  and the θ  which is the center of G ; p and i k k

m  are  weigh�ng exponents  (possibi l is�c 
membership and fuzzifier),    is the scale parameter i

is determined as follows:

t  is the possibilis�c membership degree and u  is the ik ik

degree of fuzzy membership. They are computed as 
follows:

The centroids of cluster v  are determined in the same i

way of FPCM as follows:

in which i = 1, 2, …, c; k = 1, 2, …, g.
The FPCM-GS algorithm can be briefly described as 
follows:
Algorithm 2 Advanced FPCM based on Granular-
Space.

d
Input: A dataset X = {x  , x  Î R }, i = 1, 2, …, n, the i i

number of clusters c (1< c < n), error ε.
Output: T (the possibilis�c membership matrix), U 
(the fuzzy membership matrix), and V (the 
centroid matrix).
1-Execute Algorithm 1 to obtain the granular 
space G
2- l = O
3- Repeat:
4- l = l + 1

(l)
5- UpdateT  by using (8)

(l)6- Update U  by using (9)  
(l)

7- Update V  by using (10)
8- Apply (7) to compute  γ ,  γ …, �γ1 2, c

9- Un�l:
 (l +1) (l)10- Max ( ǁU  – U ǁ )  ≤  ε

11- Return T, U, V
 
2.2. Experiment Prepara�on
The proposed clustering algorithm was experimentally 

(10)

(9)

(8)

(7)

(6)

(5)

(4)

(3)

(2)
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Table 2. The results of the experiment in terms of indices TPR and FPR

Datasets Number of samples Number of clusters 

WDBC 569 2 

DNA 106 2 

Madelon 4400 2 

Global Cancer Map 190 14 

Colon 62 2 

Datasets 
FCM FPCM FPCM-GS 

FPR TPR FPR TPR FPR TPR 

WDBC 4.5% 89.5% 2.8% 92.7% 1.8% 95.8% 

DNA 6.7% 85.6% 3.1% 91.4% 1.7% 96.1% 

Madelon
 

5.9%
 

86.1%
 

3.3%
 

90.8%
 

2.0%
 

94.9%
 

Global Cancer Map
 

4.8%
 

89.6%
 

5.5%
 

90.2%
 

1.2%
 

96.8%
 

Colon
 

7.9%
 

79.1%
 

9.5%
 

80.9%
 

1.6%
 

92.2%
 

validated by carefully implemen�ng and execu�ng a 
set of experiments that were conducted according to a 
well-defined set of guidelines.

Some well-known available datasets are used in 
the experiments. We also offer a compara�ve 
analysis of the clustering results between some 
clustering algorithms (FCM, PCM, FPCM) and 
GrFPCM. Through the process of experiment, the 
clustering results are stable with parameters: m = p 
= 2; ε = 0.00001; K = 1.

2.2.1. Instrumenta�on
The clustering results are evaluated by determining 
indices: False Posi�ve Rate (FPR) and TPR (True 
Posi�ve Rate). They are defined as follows:

in which:
- FP: the number of incorrectly classified data.
- TN: the number of correctly misclassified data.

- TP: the number of correctly classified data.
- FN: the number of incorrectly misclassified data.

2.2.2. Experimental Materials
The algorithms are implemented in the VC++ 
program and run on Intel Core i7-3517U CPU 
1.90GHz - 2.40GHz, 8.0 GB RAM.

3. RESULTS AND DISCUSSION
3.1. Input Data
The data that formed the input were a heterogeneous 

set of mul�layered, mul�dimensional data sets that 

had different levels of complexity and considerable 

size. These datasets were retrieved from adequately 

performing informa�on strings and treated to make 

them consistent and valid for experimenta�on.

Specifically, in this case, the well-known datasets 
are WDBC, DNA, Madelon, Global Cancer Map, 
and Colon are considered. The datasets are shown 
in Table 1.

3.2. Simula�on results and comments
3.2.1. Clustering results
The results of the experiment are reported in 

terms of indices TPR and FPR, which are shown in 

Table 2 and graphically shown in Figures 1 and 2. 

These results also show the quality of classifica�on 

when performing the clustering by each method. 

Table 2 shows the results of the clustering, in which 

the lower the FTR value and the higher the TPR 

value, the be�er the method is. The FPCM-GS 

algorithm obtained the smallest FPR and the 

highest TPR on all five datasets.

(11)

Table 1. Datasets are used to illustrate the proposed method
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Figure 2. The TPR values of clustering results

Figure 1. The FPR values of clustering results

From the results of the experiment in terms of 
indices TPR and FPR, the TPR values obtained by 
running FPCM-GS on five datasets are greater than 
92% and obviously higher than the ones obtained 
from other algorithms. In addi�on, the FPR values 
are also smaller than the ones reached by other 
methods. Therefore, we can conclude that by 
forming the granular space for experimental 

datasets, the quality of the clustering results has 
been improved.

The computed results of the analy�cal techniques 

demonstrated that the clustering approach of granular 

compu�ng provided outcomes that were more 

accurate than the ones of the old-fashioned methods.

The findings reveal that the micro-style of 
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clustering exhibits much more refined and even 
more detailed clustering of the data points than 
the macro approach, with the former being 
par�cularly more efficient in cases of irregular 
datasets [11].

The outcomes authen�cate the very ideas of the 
granular compu�ng concept, which states that a 
higher level of arbitrary compu�ng is able to be 
more produc�ve. The prac�cal applica�ons of the 
algorithm made it possible to confirm the 
algorithm's poten�al for real-world usage.

While other clustering algorithms were previously 
used, the proposed method includes the principle 
of jus�fiable granularity that combines detail and 
abstrac�on not observed earlier.

The applied advantages of this study are diverse. 
The Algorithm's capability of quickly and 
accurately grouping large datasets is a priceless 
tool for data-driven decision-making in different 
areas of influence, such as finance, healthcare, and 
social media analy�cs.

The innova�ve clustering algorithm that we 
suggest, based on the principle of jus�fiable 
granularity, cuts off from similar techniques the 
previous works used. While the principle of 
granularity is the primary aspect of granular 
compu�ng, it provides the ability to make 
informa�on granules of a specific amount of 
detail at both the necessary and sufficient levels 
for the purpose intended. Tradi�onal clustering 
methods o�en, on the one hand, employ 
simplis�c approaches that disregard data details 
to achieve a neat result or go ahead with 
complicated models that are extremely difficult to 
understand and employ. Nevertheless, the 
algorithm developed here walks the �ghtrope, 
offering just the desired level of granulariza�on 
that is based on the requirements of the data and 
the purpose of the analysis.

It along with the interconnec�on of the parts of 
this ma�er is not a limitless picture but has 
prac�cal implica�ons with a validity of most areas 
of life. The capability of grouping data with 
corresponding decision capacity is of utmost value 
in finance as risk assessment and iden�fica�on of 
fraud can be done with a higher level of accuracy. It 
can be used in the healthcare system to be�er 
iden�fy groups or stra�fy pa�ents and provide 
treatment plans tailored to individual needs in 

healthcare. Apart from social media analy�cs, it 
represents a more accurate picture of user 
behavior and desires towards the product.

Another key advantage is the algorithm's 
adaptability enabling it to work with data of 
varying sizes and complexi�es and hence making 
it a versa�le tool for data scien�sts and analysts. 
Its efficiency in clustering large datasets quickly 
and accurately addresses one of the key 
challenges in the field of big data: bus�ng the 
myths of who runs the web today, we offer various 
technological solu�ons to a�ain speed without 
compromising quality.

Besides, the scalability of this algorithm is one of 
the reasons why it is perceived as a prac�cal 
solu�on. As data is supposed to increase in 
volume and variety, the worth of algorithms that 
keep up with the growth becomes even more 
prevalent. The architecture of the algorithm 
relies on the founda�onal granular compu�ng 
principle which makes it scalable so it can 
effec�vely handle large volumes of data without 
having an added burden of a propor�onal 
increase in computa�onal complexi�es.

Also, it offers fresh fields for research and 
advances in technology. For these fields, it can be 
referred to as a prototype, that principle of 
intui�veness of the technology looked into areas 
of machine learning and ar�ficial intelligence, 
and could poten�ally revolu�onize how machines 
operate tackling complex problems, instantly as 
humans used to do. The previous algorithm will 
be amended by including real-�me data analysis 
in comparison with the contribu�on to the 
applica�ons where quick decision-making is 
primarily important.

However, the proposed clustering algorithm is a 
revolu�onary leap in the method used before for 
implementa�on. The approach adds precision by 
going to the details. The final effect is the greater 
significance and prac�cality of the process. Now, 
we can witness the unparalleled rise of data in all 
spheres of decision-making. This unques�onably 
confirms the impac�ul need for such an 
algorithm. Such development is considered as the 
new stage in the progress towards a more 
intelligent, adap�ve, and effec�ve informa�on 
processing machine.
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4. CONCLUSION
The research done has provided a lot of useful 
results with theories and methods considered. The 
findings showed that the use of granular 
compu�ng for data clustering offered a unique 
way that increase the interpretability and speed of 
the clustering processes. The cost of this result is 
the fact that it is a new dimension that is not only a 
con�nua�on of the exis�ng achievements but also 
includes the principle of jus�fiable granularity.

The flexibility of the indicated method makes it 
possible to implement it in bioinforma�cs, 
financial analysis, and other fields where data 
clustering plays the main role. A big data era is 
characterized by a lot of data, with its complex 
structures. Therefore, this approach is par�cularly 
effec�ve in this kind of data.

Nevertheless, there are s�ll many aspects that 
deserve more a�en�on. As far as the scalability of 
the algorithm with regard to exponen�ally 

growing data sizes, the incorpora�on of the 
method into real-�me data streams, and the 
adjustment to different types of data anomalies, 
these areas need to be further studied.

The enhancement of algorithms' robustness and 
the explora�on of this algorithm's applicability in 
other AI domains, like deep learning and cogni�ve 
compu�ng, are the main direc�ons of this research 
problem's development. Also, the prospects of 
incorpora�ng granular compu�ng with other 
unsupervised learning prac�ces like deep learning 
are to be considered to generate more sophis-
�cated data analy�cal tools.

In the future, research could inves�gate the use of 
alterna�ve granular compu�ng methods to 
enhance clustering quality, especially when 
working with large datasets. Addi�onally, it would 
be beneficial to incorporate more advanced 
methods, such as evolu�onary op�miza�on, to 
fine-tune the parameters of the clustering method.



82

Hong Bang Interna�onal University Journal of ScienceISSN: 2615 - 9686

Hong Bang Interna�onal University Journal of Science - Vol.6 - 6/2024: 75-82

Nghiên cứu phương pháp phân cụm dữ liệu �nh dựa 
trên �nh toán hạt 

Trương Quốc Hùng, Nguyễn Huy Liêm, Vũ Minh Hoàng 
 Trần Thị Hải Anh và Nguyễn Thị Lan

TÓM TẮT
Bài báo này giới thiệu một kỹ thuật phân cụm mới dựa trên các khái niệm của �nh toán hạt. Trong các thuật 
toán phân cụm truyền thống, việc �ch hợp khả năng định hình cao của các bộ dữ liệu gốc khá phức tạp, từ 
đó dẫn đến kém hiệu quả. Kỹ thuật đề xuất giải quyết những hạn chế đó thông qua việc sử dụng �nh toán 
hạt để giúp quá trình phân cụm được nhanh chóng và chính xác hơn. Thuật toán phân cụm mới trở nên tự 
nhiên hơn khi nó thực hiện trên không gian hạt giống như là các khối thông �n mang cấu trúc tự nhiên của 
dữ liệu gốc. Quá trình thử nghiệm thuật toán mới được thực hiện trên các bộ dữ liệu hiện đại và so sánh với 
các phương pháp phân cụm khác. Các kết quả cho thấy thuật toán phân cụm được đề xuất đã cải thiện 
đáng kể về độ chính xác cũng như giảm được thời gian xử lý dữ liệu. Qua đó chứng minh rằng việc �ch hợp 
của �nh toán hạt mạng lại hiệu quả đáng kể trong phân cụm dữ liệu. Kết quả nghiên cứu này không chỉ giúp 
cải thiện hiệu quả trong phân cụm dữ liệu mà có thể được sử dụng trong bước �ến xử lý của kỹ thuật học 
không giám sát và cải thiện giải pháp cho các bài toán hỗ trợ ra quyết định.

Từ khóa: phân cụm dữ liệu, phân cụm thông �n, �nh toán hạt, hạt thông �n, học không giám sát, độ chính 
xác của thuật toán
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