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ABSTRACT

This paper introduces a new clustering technique based on granular computing. In traditional clustering
algorithms, the integration of the high shaping capability of the existing datasets becomes fussy which in
turn results in inferior functioning. Furthermore, the laid-out technique will be able to avoid these
challenges through the use of granular computing to bring in a more accurate and prompt clustering
process. The creation of a novel algorithm hinges on utilizing granules, which are the information chunks
that reveal a natural structure as part of the data and also help with natural clustering. A testing of the
algorithm's features is carried out by using state-of-the-art datasets and then an algorithm's effectiveness
is compared to the other clustering methods. The results of the experiment show significant improvement in
clustering accuracy and reduction in data analysis time, thus testifying how granular computing is efficient
in data analysis. This quest is not only going to serve as a reinforcement in data clustering, but it will also
probably be an input in the broader area of unsupervised learning, reinforcing positions for scalable and
interpretable solutions for data-driven decision-making.
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1.INTRODUCTION

Fuzzy clustering algorithms were developed to
handle uncertain or imprecise information. The
Fuzzy Possibilistic C-means (FPCM) method can be
utilized to identify outliers or eliminate noise [1].
However, clustering problems often involve large
and high-dimensional datasets, which present
challenges in extracting useful information from
these datasets [2]. Most clustering algorithms,
including the FPCM algorithm, are generally
sensitive to large amounts of data.

Data clustering is one of the major areas that has
gained a lot because of the huge progress being
noticed in the areas of granular computing,
whereby granular computing is the current
frontier in clustering development [3]. A concept
of segmental computing, where information
blocks in its structure give a different paradigm for
structuring and analyzing data as compared to the
traditional one. The existing research, as the
systematic studies so to speak, has developed a
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vast background for microorganisms and has been
helpful for different types of tasks. In addition, the
complicated ties arising from the limitations of the
conducted research which are, first, the indefinite
nature of scalability, and secondly, the uncertainty
towards the final results have been revealed;
however, the proposed study is purposed to
address all these.

Many heuristic algorithms deal with high-
dimensional datasets by removing noise and
redundant features (also known as feature
selection). However, these algorithms need
labeled samples as training samples to select the
necessary features. Therefore, they are not
suitable for clustering problems. Granular
computing (GrC) is a general computation theory
for effectively using granules (such as classes,
clusters, subsets, groups, and intervals) to
construct an efficient computational model for
complex applications with vast amounts of data,
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information, and knowledge. GrCis also one of the
ways to deal with feature selection problems. In
addition, GrC may be used to construct a granular
space containing a granule set that is smaller than
the original one but continues to represent the
original dataset. Thus, the size of the dataset is
reduced, so that clustering problems with large
and high-dimensional datasets can be solved more
effectively. Therefore, hybrid models between GrC
and fuzzy clustering can improve the clustering
results [4-6]. Recently, the idea of granular
gravitational forces (GGF) to group data points into
granules and then process clusters on a granular
space has been proposed [7, 8]. In this method, the
size and noise of the original dataset are reduced,
andtheinitial cluster centroids are determined.

Datasets have become both tangled in complexity
and massive in size, so the major motive for
current work is to develop clustering algorithms
that can avoid the colossal impact of this. The
authors present the new theories and methods
that bring rare viewpoints to existing schemes and
which as aresult allows one to see more clearly the
clustering methods. This is most significant,
especially, in big data or machine learning which
are where analysis of data and comprehensibility is
taken as of the highest priority.

The organized outlook of this paper is well-crafted
as it begins with theoretical foundations of how
granular computing will help you in data clustering
(in section 2). After the previous two sections, the
method that combines the justified granularity
principle into a new clustering algorithm is
presented and discussed in the implementation and
evaluation (Section 3). The next segments will cover
all phases of the current experiment and the final
outcomes deduced from the research conducted.

2.PROBLEM

2.1.Theoretical Foundations

The proposal of the clustering method foundations
on granular computing (GC), which tool enables
data analysis by creating information granules
instead of data volumes. GC does its job using data
encapsulation, which helps to decouple the data
from the physical form it has and allows operations
onittobe moreinexpensive to perform.

2.1.1. Assumption
This research is in that granules, movements of
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natural systems which are apparent on national
scales but manifest only inthe analysis of local data
clusters, are sufficient to understand the natural
systems in question. These sphere-shaped kernels
are supposed to be achieved with an even
granulation throughout the entire archival data so
it can provide a uniform measurement of
granularity throughout the dataset.

2.1.2. Formulas

Granularity Coefficient (GC): The Grain Size
Coefficient is a quantitative measurement that
specifies how varying the granularity is within a
dataset. The granularity is computed by dividing the
sum of the granules by the data point's total number
of data points. Formula: GC = g/n, where g is the
number of granules, and n is the number of samples.

Bigger GC specification shows that data was
divided into smaller-grained groups with a higher
number of their rations, which also means that
clustering was done more accurately. On the
contrary, the low GC value is a hint that the
distribution has a wider granularity and a bigger
size, which means that the groups are fewer and
larger in those clusters [9]. The Granulation Radius
is the area occupied by a granule in the whole set.
It indicates the dimension of the granules when
the spatial relationships of the data points are
considered as another main factor.

a. The process of Generating Granular Space

Some definitions which were proposed in [10], are
introduced to granulate the clustering system as follows:
Definition 1: Granular Space Computing
GivendatasetX={x,x, € R’} i=1,2,..,n, wherenis
the number of samples on X. The granular space G =
{G1, G2, .., G} is used to cover and represent the
data set X. The G, coverage degree is determined as

g
Z. 1(|Gj|)/n, where |G | is the number of samples
j=

inG,.
The basic model of granular space coverage can be
expressed as:

n

g 161

j=1 n
When other factors remain unchanged, the higher
the coverage, the less the sample information is lost,
and the more the number of granules, the
characterization is more accurate. Therefore, the
minimum number of granules should be considered
to obtain the maximum coverage degree when
generating granules. In most cases, 3,and 3, are set

to 1 by default.
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Definition 2: The Process of Generating Granular Space
- For each G, , the 6, is the center of G, and r, is the
radius of G,. The definitions of 6 and r,are as follows:

0= (/16D x (2)
r; = max(||x; — 6;|) (3)

- Distribution Measure DM, is defined as follows:
s.
DM, = L 4
|Gj
where s; = Zi=]1|| x; — 0; |[isthesumradiusinG;,

- We treat the whole dataset as a granular space O.
Suppose that O, are sub-granules of O and both
DM,, and DM, are smaller than DM, then O was
split into O, and O,. The DM,, (weighted DM
value) can better adapt to noisy data. It is defined

as follows:

1041 10|
DM, =——DM, +——DM 5
w |0| 041 |0| 0, ( )

- Removing granules with a radius that is too large:
ifr,>2 *max(mean(r), median(r)) then G;is split.

The Generation of the Granular-Space algorithm
can be briefly described as follows:

Algorithm 1 Generation of Granular-Space.

Input: A dataset X ={x., x. € R}, i=1, 2, .., n the
number of clustersc(I<c<n)

Output: The granularspace G

1-Foreachgranule G;inXdo

2-Calculate DM,, DM, by using (1), (2), (3), (4)
3-1fDM,, > DM, Then Split G,

4-1f the number of G not changing Then break;
5-End For

6- Foreach granule G,;in Xdo

7-calculate (mean(r), median(r),

8-1fr,>2 *max (mean(r), median(r)) Then Split G,
9-If the number of Gis not changing Then break;
10- End For

11-ReturnG

b. Clustering FPCM based on Granular-Space
(FPCM-GS).

First, execute Algorithm 1 to obtain the granular
space G, then apply the Fuzzy Possibilistic C-Means
Clustering Algorithm [1] on the granular space G
(FPCM-GS).

The objective function for FPCM-GS was built as
follows:

9
J=3,_ % _uithdi+ Y vi¥, i (1-ty) (6)
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where g is the number of granules on G, c is the
number of clusters, d, is the distance between the
centroid v,and the 8, which is the center of G,; p and
m are weighting exponents (possibilistic
membership and fuzzifier), v, is the scale parameter
is determined as follows:

g P, m_g2
k=1 tikuikdik

k=1 LW
t, is the possibilistic membership degree and u, is the
degree of fuzzy membership. They are computed as
follows:

, 1
=
L BT (8)
+ —t
(55
1
Ui = 2
(p-1/2; w1
.t ™ (9)
-1 Gz )
jk jk

The centroids of cluster v,are determined in the same
way of FPCM as follows:

9 p ,m
_ =1 L @inc O
;=

i=1 tfku?fc (10)
inwhichi=1,2,..,¢k=1,2,..,49.
The FPCM-GS algorithm can be briefly described as
follows:

Algorithm 2 Advanced FPCM based on Granular-
Space.

Input: A dataset X ={x,, x, € R}, i=1, 2, .., n, the
number of clustersc(I<c<n),errore.

Output: T (the possibilistic membership matrix), U
(the fuzzy membership matrix), and V (the
centroid matrix).

1-Execute Algorithm 1 to obtain the granular
spaceG

2-1=0

3-Repeat:

4-/=1+1

5-UpdateT"” by using (8)

6- Update U"” by using (9)
7-Update V" by using (10)

8- Apply (7) tocompute v,, v, ..., 7.
9-Until:

10- Max (JJU™-U")) < ¢
11-ReturnT, U, V

c

2.2. Experiment Preparation
The proposed clustering algorithm was experimentally
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validated by carefully implementing and executing a
set of experiments that were conducted according to a
well-defined set of guidelines.

Some well-known available datasets are used in
the experiments. We also offer a comparative
analysis of the clustering results between some
clustering algorithms (FCM, PCM, FPCM) and
GrFPCM. Through the process of experiment, the
clustering results are stable with parameters:m=p
=2;e=0.00001; K=1.

2.2.1. Instrumentation
The clustering results are evaluated by determining
indices: False Positive Rate (FPR) and TPR (True
Positive Rate). They are defined as follows:

TP

L (11)
TP + FN

FPR TPR

“TN+FP’
in which:

- FP:the number of incorrectly classified data.

- TN:the number of correctly misclassified data.

- TP:the number of correctly classified data.
- FN:the number of incorrectly misclassified data.

2.2.2. Experimental Materials
The algorithms are implemented in the VC++
program and run on Intel Core i7-3517U CPU
1.90GHz-2.40GHz, 8.0 GB RAM.

3. RESULTS AND DISCUSSION
3.1. Input Data
The data that formed the input were a heterogeneous

set of multilayered, multidimensional data sets that
had different levels of complexity and considerable
size. These datasets were retrieved from adequately
performing information strings and treated to make
them consistent and valid for experimentation.

Specifically, in this case, the well-known datasets
are WDBC, DNA, Madelon, Global Cancer Map,
and Colon are considered. The datasets are shown
inTable 1.

Table 1. Datasets are used to illustrate the proposed method

Datasets Number of samples Number of clusters
WDBC 569 2
DNA 106 2
Madelon 4400 2
Global Cancer Map 190 14
Colon 62 2

3.2. Simulation results and comments

3.2.1. Clustering results

The results of the experiment are reported in
terms of indices TPR and FPR, which are shown in
Table 2 and graphically shown in Figures 1 and 2.
These results also show the quality of classification

when performing the clustering by each method.
Table 2 shows the results of the clustering, in which
the lower the FTR value and the higher the TPR
value, the better the method is. The FPCM-GS
algorithm obtained the smallest FPR and the
highest TPR on all five datasets.

Table 2. The results of the experiment in terms of indices TPR and FPR

FCM FPCM FPCM-GS
Datasets
FPR TPR FPR TPR FPR TPR
WDBC 4.5% 89.5% 2.8% 92.7% 1.8% 95.8%
DNA 6.7% 85.6% 3.1% 91.4% 1.7% 96.1%
Madelon 5.9% 86.1% 3.3% 90.8% 2.0% 94.9%
Global Cancer Map 4.8% 89.6% 5.5% 90.2% 1.2% 96.8%
Colon 7.9% 79.1% 9.5% 80.9% 1.6% 92.2%
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Figure 1. The FPR values of clustering results
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Figure 2. The TPR values of clustering results

From the results of the experiment in terms of
indices TPR and FPR, the TPR values obtained by
running FPCM-GS on five datasets are greater than
92% and obviously higher than the ones obtained
from other algorithms. In addition, the FPR values
are also smaller than the ones reached by other
methods. Therefore, we can conclude that by
forming the granular space for experimental
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datasets, the quality of the clustering results has
beenimproved.

The computed results of the analytical techniques
demonstrated that the clustering approach of granular
computing provided outcomes that were more
accurate than the ones of the old-fashioned methods.

The findings reveal that the micro-style of
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clustering exhibits much more refined and even
more detailed clustering of the data points than
the macro approach, with the former being
particularly more efficient in cases of irregular
datasets [11].

The outcomes authenticate the very ideas of the
granular computing concept, which states that a
higher level of arbitrary computing is able to be
more productive. The practical applications of the
algorithm made it possible to confirm the
algorithm's potential for real-world usage.

While other clustering algorithms were previously
used, the proposed method includes the principle
of justifiable granularity that combines detail and
abstraction not observed earlier.

The applied advantages of this study are diverse.
The Algorithm's capability of quickly and
accurately grouping large datasets is a priceless
tool for data-driven decision-making in different
areas of influence, such as finance, healthcare, and
social media analytics.

The innovative clustering algorithm that we
suggest, based on the principle of justifiable
granularity, cuts off from similar techniques the
previous works used. While the principle of
granularity is the primary aspect of granular
computing, it provides the ability to make
information granules of a specific amount of
detail at both the necessary and sufficient levels
for the purpose intended. Traditional clustering
methods often, on the one hand, employ
simplistic approaches that disregard data details
to achieve a neat result or go ahead with
complicated modelsthat are extremely difficult to
understand and employ. Nevertheless, the
algorithm developed here walks the tightrope,
offering just the desired level of granularization
that is based on the requirements of the data and
the purpose of the analysis.

It along with the interconnection of the parts of
this matter is not a limitless picture but has
practical implications with a validity of most areas
of life. The capability of grouping data with
corresponding decision capacity is of utmost value
in finance as risk assessment and identification of
fraud can be done with a higher level of accuracy. It
can be used in the healthcare system to better
identify groups or stratify patients and provide
treatment plans tailored to individual needs in
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healthcare. Apart from social media analytics, it
represents a more accurate picture of user
behavior and desires towards the product.

Another key advantage is the algorithm's
adaptability enabling it to work with data of
varying sizes and complexities and hence making
it a versatile tool for data scientists and analysts.
Its efficiency in clustering large datasets quickly
and accurately addresses one of the key
challenges in the field of big data: busting the
myths of who runs the web today, we offer various
technological solutions to attain speed without
compromising quality.

Besides, the scalability of this algorithm is one of
the reasons why it is perceived as a practical
solution. As data is supposed to increase in
volume and variety, the worth of algorithms that
keep up with the growth becomes even more
prevalent. The architecture of the algorithm
relies on the foundational granular computing
principle which makes it scalable so it can
effectively handle large volumes of data without
having an added burden of a proportional
increase in computational complexities.

Also, it offers fresh fields for research and
advances in technology. For these fields, it can be
referred to as a prototype, that principle of
intuitiveness of the technology looked into areas
of machine learning and artificial intelligence,
and could potentially revolutionize how machines
operate tackling complex problems, instantly as
humans used to do. The previous algorithm will
be amended by including real-time data analysis
in comparison with the contribution to the
applications where quick decision-making is
primarilyimportant.

However, the proposed clustering algorithm is a
revolutionary leap in the method used before for
implementation. The approach adds precision by
going to the details. The final effect is the greater
significance and practicality of the process. Now,
we can witness the unparalleled rise of data in all
spheres of decision-making. This unquestionably
confirms the impactful need for such an
algorithm. Such developmentis considered as the
new stage in the progress towards a more
intelligent, adaptive, and effective information
processing machine.

Hong Bang International University Journal of Science



Hong Bang International University Journal of Science - Vol.6 - 6/2024: 75-82

4. CONCLUSION

The research done has provided a lot of useful
results with theories and methods considered. The
findings showed that the use of granular
computing for data clustering offered a unique
way that increase the interpretability and speed of
the clustering processes. The cost of this result is
the fact thatitis a new dimension thatis not onlya
continuation of the existing achievements but also
includes the principle of justifiable granularity.

The flexibility of the indicated method makes it
possible to implement it in bioinformatics,
financial analysis, and other fields where data
clustering plays the main role. A big data era is
characterized by a lot of data, with its complex
structures. Therefore, this approach is particularly
effective in this kind of data.

Nevertheless, there are still many aspects that
deserve more attention. As far as the scalability of
the algorithm with regard to exponentially

growing data sizes, the incorporation of the
method into real-time data streams, and the
adjustment to different types of data anomalies,
these areas need to be further studied.

The enhancement of algorithms' robustness and
the exploration of this algorithm's applicability in
other Al domains, like deep learning and cognitive
computing, are the main directions of this research
problem's development. Also, the prospects of
incorporating granular computing with other
unsupervised learning practices like deep learning
are to be considered to generate more sophis-
ticated data analytical tools.

In the future, research could investigate the use of
alternative granular computing methods to
enhance clustering quality, especially when
working with large datasets. Additionally, it would
be beneficial to incorporate more advanced
methods, such as evolutionary optimization, to
fine-tune the parameters of the clustering method.
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Nghién ciru phuwong phap phan cum dir liéu tinh dwa
tréntinhtoan hat

Trwong Qudc Hung, Nguyén Huy Liém, Vi Minh Hoang
Tran Thi Hai Anh va Nguyén Thj Lan

TOM TAT

Baibdo nay gidithiéu mét ky thudt phdn cum mdi dwa trén cdc khdi niém cua tinh todn hat. Trong cdc thudt
todn phdn cum truyén théng, viéc tich hop kha néng dinh hinh cao cta cdc bé dit liéu géc kha phire tap, tir
dé ddn dén kém hiéu qud. Ky thudt dé xudt gidi quyét nhiing han ché dé théng qua viéc st dung tinh todn
hat dé gitp qud trinh phén cum dwoc nhanh chéng va chinh xdc hon. Thudt todn phdn cum mdi tré nén ty
nhién hon khi né thuc hién trén khéng gian hat giéng nhw la cdc khéi théng tin mang céu truc ty nhién cda
dir liéu géc. Qud trinh thi nghiém thudt todn mdi duwoc thurc hién trén cdc bd dit liéu hién dai va so sdnh vdi
cdc phwong phdp phén cum khdc. Cdc két qud cho thdy thudt todn phdn cum dwoc dé xudt da cdi thién
ddng ké vé dé chinh xdc ciing nhw gidm dwoc thoi gian xi ly dif liéu. Qua dé chirng minh rang viéc tich hop
cla tinh todn hat mang lai hiéu qud ddng ké trong phdn cum di¥ liéu. Két qud nghién ctru nay khéng chi giup
c@i thién hiéu qud trong phdn cum di¥ liéu ma cd thé duwoc si¥ dung trong budc tién xi ly cla ky thudt hoc
khéng gidm sdt va cdithién gidi phdp cho cdc baitodn hé tro'ra quyét dinh.

Tir khéa: phdn cum di¥ liéu, phdn cum théng tin, tinh todn hat, hat théng tin, hoc khéng gidm sat, dé chinh
xdccua thudt todn

Received: 15/05/2024
Revised: 09/06/2024
Accepted for publication: 10/06/2024

ISSN: 2615 - 9686 Hong Bang International University Journal of Science



