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ABSTRACT

In the realm of Fast-Moving Consumer Goods (FMCG) companies, the precision of demand forecasting is
essential. The FMICG sector operates in a highly uncertain environment marked by rapid market shifts and
changing consumer preferences. To address these challenges, the application of deep learning techniques,
particularly Long Short-Term Memory (LSTM) networks, has emerged as a vital solution for enhancing
forecast accuracy. This research paper focuses on the critical role of demand forecasting in FMCG,
emphasizing the need for LSTM-based deep learning models to deal with demand uncertainty and improve
predictive outcomes. Through this exploration, we aim to illuminate the link between demand forecasting
and advanced deep learning, enabling FMICG companies to thrive in a highly dynamic business landscape.
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1.INTRODUCTION

Within the domain of Fast-Moving Consumer Goods
(FMCG), the importance of precise demand
prediction remains of paramount significance [1].
The nature of the FMCG industry is represented by
swift market fluctuations and ever-shifting
consumer preferences. As product life cycles grow
ever shorter and consumers become familiar with
greater product variety, FMCG companies face
increasing pressure to accurately anticipate future
demand in order to optimize production schedules,
inventory levels, supply chain coordination,
promotional campaigns, workforce allocation, and
other key operations that can make profit for them.
However, the complex factors influencing product
demand in the FMCG space often proves difficult to
model using traditional statistical techniques.
Demand drivers may include broad economic
conditions, consumer confidence, competitive
landscape, channel dynamics, weather patterns,
commodity prices, cultural trends, and a myriad of
other variables that can be difficult to quantify.
While ARIMA (Autoregressive Integrated Moving
Average) and other traditional forecasting
techniques have been valuable tools for prediction
invarious fields, they often struggle to cope with the
complexities of today's rapidly changing and highly
dynamic world [2]. Such methods rely heavily on
historical sales patterns continuing into the future.
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When conditions or consumer preferences shift
suddenly, traditional models fail to account for new
realities. Consequently, the adoption of advanced
deep learning methodologies, particularly the Long
Short-Term Memory (LSTM) networks, has gained
prominence as an essential method for improving
the precision of forecasts [3]. LSTMs and related
recurrent neural network architectures possess
provide advantages in processing time series data,
identifying subtle patterns across long time lags,
and adapting predictions based on newly available
information. Inspired by the workings of human
memory, LSTM models can learn context and
discard outdated assumptions in light of updates,
much as a supply chain manager would after
noticing an impactful new trend. By combining the
basic statistical foundation of methods like ARIMA
with the pattern recognition capabilities of deep
learning, FMCG forecasting stands to become
significantly more accurate and responsive to
fluctuations in consumer demand. Stems from the
fact that ARIMA's ability to model linear historical
patterns and LSTM's ability for uncovering nonlinear
relationships, a combined forecast of ARIMA and
LSTM were proposed to guide the direction of this
research, considering the nature of products.
Further investigations into optimal model
architectures, hyperparameter tuning, and
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ensemble techniques offer rich potential to
enhance predictive power even in turbulent
markets. As the FMCG landscape grows more
complex each year, harnessing both statistical and
machine learning will only increase in necessity to
keep up with the pace of change.

2.CASE STUDY

The researched product is pre-packaged, and
historical market demand data has been collected
from January 2022 to May 2023. The current
demand forecast is generated annually, using a
one-month time bucket. Consequently, the
company has encountered issues related to an
excess of finished goods, resulting in overcapacity
in the warehouse. These problems have adversely
affected supply chain efficiency and financial flow.
Days Inventory Outstanding (DIO) isamong the key
performance indicators used to evaluate the
operational efficiency of the company. DIO stands
for Days Inventory Outstanding and measures the
average number of days that a company's
inventory is held before it is sold or used up. This
metric provides valuable insights into the
efficiency of a company's inventory turnover and
helps evaluate the effectiveness of the supply
chain and inventory management process. In fact,
the company has encountered a high DIO, around
50 days, with the target of reducing it to about 20
days. DIO is comprised of many factors, one of
which is having accurate demand forecasts to
ensure on-hand inventory is kept at appropriate

Table 1. Demand from January 2022 to May 2023

levels. Therefore, a comprehensive analysis of
demand forecasting is necessary to develop a new
forecasting model with the purpose of improving
the forecast accuracy for the company. To conduct
this analysis, the first step will be data preparation
and cleaning to ensure the demand data is
accurate and consistent over the given time
period. Statistical analysis such as trend,
seasonality and residual decomposition will then
be performed to understand the demand patterns.
Potential forecasting methods to explore further
include time series models like ARIMA models or
advanced forecasting technique, including LSTM
or the combined model. The parameters and fit of
each model will be evaluated to select the one that
optimizes error metrics like MAPE, MSE, MAD.
Once an appropriate model is selected, it will be
tested by forecasting by using the historical
demand data. By improving demand planning, the
company can better align production, inventory
and distribution plans. This will increase supply
chain agility, reduce waste, enable cost savings and
ultimately provide better customer service. The
overall goal is an integrated and intelligent
demand forecasting approach customized for the
business based on statistical best practices.

2.1. Data processing

Data has been collected from January 2022 to May
2023, in a weekly basis (74 observations). The data
then being pre-processed to eliminate error and
N/Avalues. (Detail in Table 1).

Period Demand Period Demand Period Demand Period Demand
1 78102 20 198599 39 140682 58 114350
2 112797 21 135898 40 78210 59 132432
3 132570 22 155856 41 102881 60 119826
4 65469 23 115008 42 104850 61 121932
5 39270 24 212886 43 101356 62 129282
6 120738 25 128238 44 98298 63 148685
7 126173 26 200184 45 103759 64 149196
8 169288 27 117263 46 112511 65 127824
9 180010 28 225381 47 115666 66 189222
10 131364 29 89120 48 108126 67 165828
11 107148 30 154791 49 96533 68 177150
12 177275 31 111870 50 120708 69 198114
13 163092 32 80339 51 129684 70 205284
14 147462 33 176513 52 150497 71 189090
15 154049 34 138088 53 62202 72 138092
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16 156886 35 99042 54 114276 73 154218
17 174881 36 117530 55 53964 74 218382
18 98908 37 138040 56 130188
19 142319 38 93319 57 148680

e Data analysis

From the descriptive analysis, the dataset exhibits
the following characteristics: The data ranges from
27,240 to 242,922, with an interquartile range of
109,062 to 155,590 and the presence of two
outliers, detected using the 1.5 interquartile range
rule [4]. The 1.5 interquartile range (IQR) rule is a
statistical method to detect outliers in a dataset. It

works by identifying any data points that fall more
than 1.5 times the range from the first quartile to
the third quartile. Points which fall outside those
limits usually indicate unusual fluctuations in
demand. Therefore, it is necessary to replace
these values using the 1.5 interquartile range rule
[4]. The final time series, after treating the outliers,
isshownin Figure 1.
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Figure 1. Time series plot after replacing outliers

The time series has been decomposed in Figure 2.
Time series decomposition has enabled us to
separate the time series into three main
components: trend, seasonality, and residual. From
the trend component, it appears that there is a slight

upward trend. Seasonality occurs with a period of
two, as many retailers tend to import the company's
products on a bi-monthly basis. Additionally,
numerous irregular fluctuations in demand result in
the variation of residual data points.
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Figure 2. Time series decomposition
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2.2. Model selection and evaluation

There are many methods that can be used to work
well with the time series that has slight trend and
seasonality with a strong irregular patter. ARIMA
and LSTM models have been widely applied for
time series forecasting tasks across domains. For
instance, Williams et al [5] have developed
seasonal ARIMA models to forecast traffic flow.
The models outperformed historical average
benchmarks. Ediger et al [6] have applied ARIMA
forecast primary energy demand in Turkey by fuel
type. The models were able to accurately forecast
primary energy demand for each fuel type one to
five years ahead, with lower errors than alternative
extrapolation methods. On the other hand, LSTM
also being applied in many research. Abbasimehr
et al [7] have proposed an optimized LSTM model
for product demand forecasting and compare
performance against statistical methods. The
optimized LSTM model significantly outperforms
the statistical methods across all forecast horizons,
while the ARIMA and SARIMA performance
degrades significantly for longer horizon forecasts.
In finance, Jiang et al [8] have developed a LSTM
model to predict the stock market. The result
states that the LSTM model outperformed the
ARIMA model in forecasting stock prices in term of
RMSE and MAPE metrics. However, some
researches have provided the superiority of a
combined LSTM-ARIMA model. G. Peter Zhang [9]
has built a hybrid model combining ARIMA and
neural networks for time series forecasting. The
hybrid ARIMA-NN model significantly outperforms
both individual models across all forecast horizons

on the two datasets. Similarly, Dave et al [10] have
developed a hybrid ARIMA-LSTM model to
forecast Indonesia's monthly export values and
compare performance to individual models. The
ARIMA-LSTM hybrid model provides the most
accurate forecasts with lowest MAPE and RMSE
scores across all horizons. Itimproves on individual
models by 3-10%. By referring these researches,
ARIMA, LSTM and a hybrid ARIMA-LSTM model is
selected for this paper.

2.2.1. ARIMA model

The ARIMA model relies on three fundamental
parameters-p, d, and g-each representing a crucial
aspect of the forecasting process. The variable “p”
corresponds to the count of autoregressive terms
(AR), indicating the reliance on past observations
for predicting future values while “d” signifies the
number of nonseasonal differences incorporated
into the model, capturing the extent of data
transformation needed to achieve stationarity.
Lastly, “q” denotes the quantity of lagged forecast
errors (MA), reflecting the influence of past errors
on the current prediction. By analyzing ACF and
PACF plots, optimal parameters are chosen based
on the information criteria (AIC), so the most
suitable modelisthe ARIMA (4,0,4) [11].

The ACF of residuals (Figure 3) shows that there is
no lag value that fall outside the significant limits.
Furthermore, the p-value (Figure 4) for lag 12, 24,
36, and 48 all greater than 0.05. Therefore, there is
not enough evidence to reject the null hypothesis
of no autocorrelation in the residuals, which can
conclude thaterrorsare random.
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Figure 3. The ACF plot of ARIMA's residuals
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Modified Box-Pierce (Ljung-Box) Chi-Square Statistic

Lag 12 24 36 48
Chi-Square 2.66 14.45 20.62 30.56
DF 4 16 28 40
P-Value  0.616 0.565 0.841 0.859

Figure 4. The modified Box-Pierce Chi-Square statistic result

2.2.2. LSTM model

The LSTM model operates with distinctive
parameters that shape its architecture and
influence its forecasting capabilities. Essential
elements such as the number of memory cells,
layers, and other architectural features play a pivotal
role in capturing intricate temporal dependencies
within the sequential data [12]. The LSTM model
used in this paper is constructed with a sequential
architecture, featuring input layers with a shape of
(4, 1). The core part of the model lies in the LSTM
layer with 256 units and a recurrent dropout of 0.2,
allowing it to capture temporal dependencies and
patterns within the input data. The subsequent

dense layers, each with 64 units and RelLU
activation, add non-linearity to the model,
enhancing its capacity to learn complex
relationships. The model is designed to predict a
single output. During training, the mean squared
error (MSE) is employed as the loss function, with
the Adam optimizer utilizing a learning rate of 0.005.
The model's performance is evaluated using mean
absolute error as a metric. Training occurs over 200
epochs, with a batch size of 32. This architecture,
through its LSTM structure and subsequent dense
layers, is tailored to effectively capture and learn
intricate patterns within sequential data, makingit a
potent tool for forecasting and prediction tasks.
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Figure 5. The LSTM model

2.2.3. The hybrid ARIMA-LSTM model

In general, both ARIMA and LSTM models have
demonstrated success within their respective linear
or nonlinear domains, but these methods can't be
applied to all scenarios. ARIMA's approximation
capabilities may fail to address complex nonlinear
challenges, while LSTM, although suitable for
handling both linear and nonlinear time series data,
are hindered by prolonged training times and a lack
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of clear parameter selection guidelines [10].
Recognizing the limitations of each model, a hybrid
approach is employed, leveraging the individual
strengths of ARIMA and neural networks. This
hybrid model aims to enhance prediction accuracy
by allowing the models to complement each other,
overcoming their individual weaknesses. This
strategy recognizes the composite nature of time
series, considering a linear autocorrelation
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alongside a nonlinear component [9]. With trend
component, ARIMA is selected to capture that
linearity. The model for seasonality and residuals is

formed using LSTM to leverage its strength in non-
linearity data. The final model is then combined
from those three decomposed components.
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Figure 6. The hybrid model

2.3. Error comparison

For comparing different forecasting models, the
Mean Absolute Percent Error (MAPE) metric is

Table 2. Model error

used, since itis scale-independent and appropriate
for comparing forecast methods on a single series
[13]. Theforecast errors are summarized in Table 2:

ARIMA LSTM Hybrid model
MAPE 24 15 4
MSE 1076819036 607819036 58030857
MAD 26808 17851 3548

The forecast errors measured by Mean Absolute
Percentage Error (MAPE), Mean Squared Error
(MSE), and Mean Absolute Deviation (MAD)
indicate that the hybrid model performs the best
out of the three models - ARIMA, LSTM, and the
hybrid model. Specifically, the hybrid model has the
lowest MAPE of 4%, compared to 24% for ARIMA
and 15% for LSTM. This means that on average, the
hybrid model deviates by only 4% from the actual
values, while ARIMA and LSTM deviate by 24% and
15% respectively. Similarly, the MSE of 58030857
for the hybrid model is significantly smaller than
1076819036 for ARIMA and 607819036 for LSTM.
MSE represents the squared differences between
predicted and actual values, so a lower value
indicates the hybrid model makes more accurate
predictions with smaller errors. Finally, the MAD of
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3548 for the hybrid model compares favorably to
26808 for ARIMA and 17851 for LSTM. With the
smallest errors across all three metrics - MAPE,
MSE, and MAD, the hybrid model produces the
most accurate forecasts out of the three models.
The superior accuracy demonstrates the hybrid
model's ability to leverage the strengths of both
ARIMA and LSTM methodologies, while minimizing
their individual weaknesses. Given its significantly
lower errors, the hybrid model is the optimal
choice to generate forecasts for the next time
period. Relying on the hybrid model over ARIMA or
LSTM alone will provide forecasts with the lowest
deviations from actuals.

3.FORECAST
When an appropriate model for the time series has
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been defined, the next step is to generate
predictions for the upcoming periods. For the LSTM
model, the rolling forecast technique, wherein new
data is incorporated into the model as it becomes
available to make updated predictions, is suitable for
time series forecasting [14]. The rolling forecast
method takes advantage of the LSTM's ability to
learn from new data by continually updating the
model with the latest observations. As each new
actual data point becomes available, it can be fed
into the trained LSTM model to make a one-step-
ahead forecast. This one-step-ahead forecast is then
compared to the actual value to calculate the error.
This allows the model to adapt in real-time to
changes in the time series. A major advantage of the
rolling forecast is that model performance can be
monitored on an ongoing basis. If the one-step-
ahead errors start increasing, this signals that the
model may need adjustment to account for changes
in the data dynamics scheme. When using a rolling
forecast approach, it is recommended to generate

only short-term predictions. Since the new demand
data is comprised into the current model and tuned
its parameter, its recommended to generate only
short-term forecasts to ensure accuracy [15]. While
the rolling method allows leveraging new data to
keep predictions up-to-date, the accuracy still tends
to degrade further into the future. Rather than
creating multi-month or annual forecasts, the
prediction horizon should be limited to a few weeks
or months ahead. For example, generating weekly
forecasts for the upcoming month or quarterly
forecasts for the next year. This shorter time frame
aligns better with the model retraining frequency. By
focusing predictions only on the near-term, the
rolling LSTM model can make the most accurate and
relevant forecasts for strategic planning needs before
the next retraining update. Going too far ahead risks
decreasing relevance due to reduced precision. Table
3 shows the predicted value for the next 2 months.
The forecasted values by the hybrid model can serve
as references for the company's strategic planning.

Table 3. The forecasted value for demand in the next 2 months

Period Forecast Period Forecast
75 212714 79 221429
76 223681 80 210314
77 230102 81 207514
78 233174 82 224560

4. CONCLUSION

In the real world, demand forecasting holds an
important role in operating a supply chain. It serves
as a crucial input for the smooth and efficient
functioning of every aspect within a company.
Accurate predictions empower businesses to
strategically allocate resources, optimize production,
and streamline distribution efforts, ensuring a
seamless response to customer needs. This paper
undertakes an analysis of the company's historical
demand, aiming to propose an appropriate model
for forecasting future sales volumes. By analyzing
three different models—ARIMA, LSTM, and the
hybrid ARIMA-LSTM model—it's worth noticing that
the hybrid model outperforms the other
approaches. The results indicate a notable reduction
in forecast error to 4%, offering the company
valuable insights to adjust their production strategy
in alignment with actual demand. To further enhance
the robustness of the demand forecasting, external
factors influencing customer purchasing behaviors
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could be incorporated as additional model inputs.
Examples of relevant external factors include
economic indicators like employment levels and
interest rates, competitive landscape, demographics,
seasons and holidays, and disruptive events like
natural disasters. By integrating a broader set of
demand drivers, the sensitivity of the model can be
improved to provide even more accurate forecasts.
On the other hand, ongoing model validation should
become an integral part of the research's future
work. Continual tracking of forecast accuracy paired
will enable leveraging the latest sales data and
trends. In conclusion, this study demonstrates the
tangible benefits of statistical forecasting, yielding a
4% forecast error reduction for the company's
demand planning and supply chain processes. The
suggested hybrid machine learning methodology
and extensions provide a strategic roadmap for
interfacing advanced analytics with operational
supply chain decisions toward increased revenue,
reduced costs, and streamlined customer.
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Ung dung khai pha di¥ liéu trong viéc dw bao nhu cau
cua mot cong ty hang tiéu dung nhanh Viét Nam

TOMTAT

Lé birc Dao va Lé Nguyén Khoi

Trong linh vure hang tiéu dung nhanh (FMCG), viéc cé dwoc mét duw bdo vdi dé chinh xdc cao la diéu cén thiét.
Ddc diém cua linh vire FMCG Id viéc méi trvding ¢ nhiéu suw bién ddng bét thuong nhu suw thay déi nhanh
chdng cua thj trurdng hay suw thay déi sé thich cua ngudi tiéu dung. PE gidi quyét nhikng thdch thire nay, viéc
dp dung cdc ky thudt hoc séu, ddc biét Id mang b nhd ngdn han dai (LSTM), dd duoc st dung nhu mét gidi
phdp quan trong dé néng cao dé chinh xdc cua dw bdo. Bai nghién ciru ndy sé tép trung vdo vai trd quan trong
cta dw bdo nhu céu trong nganh hang FMCG, nhén manh su cén thiét cda cdc mé hinh hoc sGu dwa trén LSTM
dé gidi quyét su khéng chdc chdn vé nhu cdu va cdi thién két qud dw dodn. Théng qua bai nghién ctru nay,
chung téi mong muén lam ré thém vé mai lién hé gitta dw bdo nhu céu va céng nghé hoc séu néng cao, tir dé
cho phép cdc cbng ty FMICG c6 thé phdt trién trong béi cénh thi trurong kinh doanh ¢ nhiéu sw bién déng.

Tirkhéa: du bdo nhu céu khdch hang, ARIMA, hoc sGu, mang b6 nhd ngdn han dai, FMCG
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