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ABSTRACT
This paper introduces the application of artificial intelligence to build a security control software system in
local military units. This software system uses state-of-the-art convolutional neural networks (CNN SOTA) for
facial recognition by testing two of the best facial recognition models currently available: the FaceNet model
and the VGGFace model. Through testing on the proposed hardware, the FaceNet model meets the accuracy
and speed requirements for practical application. The software includes multiple identity management
categories to ensure information security and monitor the access of soldiers and other individuals.
Additionally, the software features access management functions for protected areas, allowing for audio and
visual alerts to ensure safety and security in those areas. The software also enables users to set up
connections with other devices for efficient data collection and processing. Simultaneously, it supports
synchronized data connection to help users save time and effort in managing information. Moreover, the
software includes user-friendly interfaces and customizable settings, ensuring ease of use and adaptability to
the specific needs of each military unit. this software system provides a comprehensive and effective solution
for ensuring security and monitoring access in local military units. By leveraging artificial intelligence, the
system can adapt and improve over time, offering enhanced performance and capabilities to meet the
evolving security needs of military organizations. The innovative approach presented in this paper has the
potential to significantly improve the overall security and efficiency of local military units, contributing to the

safety and well-being of both military personnel and the communities they serve.
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1.INTRODUCTION

Currently, with the strong development of
machine learning research, the application of deep
learning models for facial recognition is being used
in security systems, tracking systems, surveillance,
and in attendance and timekeeping systems more
quickly, accurately, and easily [1-2].

Facial recognition problems are divided into two
types: face verification and facial recognition
(FR). Face verificationis a one-to-one comparison
problem, which only confirms whether the two
input images are of the same person or not, with
the output being true or false. This problem is
commonly applied in security systems such as
door unlocking and mobile device unlocking.
Facial recognition is a one-to-many comparison
problem. The problem answers the question
"who is the person in the photo?", with the input
being an image containing a face and the output
being the name label of the person in the image.
FRis often appliedincitizen surveillance systems,
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facial timekeeping systems, attendance in
schools, searching for subjects in public areas,
and verifying information in airport and border
areas|[3].

In the field of national defense and security, with
many unique characteristics, there are many
sensitive military areas that require authorization
to enter and exit, and additional military areas
need to monitor people coming in and out. The
application of facial recognition to control and
monitor helps reduce the guarding force, making
operations faster and easier, while ensuring
efficiency and safety. However, manual access
control or the use of mechanical devices has many
limitations and difficulties, such as: labor-
intensive, lack of accuracy, untimely,
inconvenient, etc. Therefore, a smarter and more
accurate software is needed to recognize and
identify identities to support the detection and
alert of intruders in the Tactical Command Room
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of military units, which has become an urgent
need today. The solution of applying artificial
intelligence, specifically state-of-the-art (SOTA)
models in the field of machine learning and deep
learning, to authenticate the identities of entities
entering and exiting specific locations (mainly at
the Tactical Command Room door, but can be
deployed at other locations such as weapon
storage, secret document storage, etc.),
combined with mechanical and electronic
modules that allow the issuance of warning
signals when a stranger interacts with the device,
and automatically records in the logbook and
report, is considered a comprehensive and multi-
functional solution.

Therefore, the goal of this paper is to introduce
the application of artificial intelligence to build
security control software for military units. The
research team uses SOTA CNN networks for facial
recognition by experimenting with two models
currently evaluated as effective: the FaceNet
modelandthe VGGFace model. This software can
be applied to military or civilian units with high
security and management requirements. The
paper is presented in the following order: Part 2
presents the selected solutions to solve the
posed problem as well as the initial achieved
results and finally, the conclusion is presented in
Part3.

2. SOLUTION RESEARCH AND RESULTS OF
DEVELOPING A SECURITY CONTROL SOFTWARE
2.1.Solution Research

2.1.1. Software solution

Based on the above needs, the research team
proceeds to design and build artificial intelligence
software to control the security for the military
unit, which is a comprehensive and multi-
functional solution. This software includes several
identity management categories to ensure
information security and monitor the entry and
exit of the military and other subjects. In addition,
the software also includes features to manage
entry and exit information in protected areas,
allowing audio and visual alerts to ensure safety
and security for that area. The software also allows
users to set up connections with other devices to
collect and process data effectively. At the same
time, it also supports synchronized data
connection to help users save time and effort in
managing information.

System function requirements: The system can
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operate in two modes, including attendance mode
and monitoring mode, in which:

- Attendance mode: Requires authentication to
enter and exit, save the log. This mode can be
scheduled at certain time frames.

- Monitoring and tracking mode: Identify objects
entering and exiting normally, then save the log,
and simultaneously issue an audio alert when an
intruderis detected.

2.1.2. Choosing a CNN Model

The Convolutional Neural Networks (CNN) model
is a popular deep learning model widely used in
tasks such as face recognition, image clas-
sification, pattern recognition, and object feature
extraction from images. Figure 1 shows that 47%
of image processing applications use the CNN
model. The progress of the convolutional neural
network has led to a significant increase in the
performance of modern image processing
methods. Research [4] measures the
effectiveness of the CNN model compared to
three famous recognition methods: Principal
Component Analysis (PCA), Local Binary Pattern
Histograms (LBPH), and K-Nearest Neighbors
(KNN). The experiment was conducted onthe ORL
database, which includes 400 different objects
(40 object classes/10 images per class). The
experimental results showed that LBPH
performed better than PCAand KNN, but all three
methods had lower accuracy than the CNN-based
method, which achieved 98.3% accuracy. The
research results demonstrate the superiority of
CNN models over traditional recognition
methods.

Other.
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Figure 1. The methods for face recognition
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A face recognition system based on CNN follows a
standard four-step processing procedure [5-7]:

1. Face detection: collect images from the device
and detect facesintheimage.

2. Face analysis: analyze the facial features
obtained from step 1, including the distance
between the eyes, the depth of the eye sockets,
the distance from the forehead to the chin, the
shape of the cheekbones, and the contour of the
lips, ears, and chin. The purpose is to identify key
points on the face to distinguish between different
people.

3. Convert images to data: the facial features will
be represented as numerical data, usually a
feature vector for the face.

4. Face recognition: the feature vector obtained
will be compared with the stored feature vectors
to find the face with the highest similarity.

The CNN model originates from the operation of

) Convolution layers
input

convolving two matrices. Matrix convolution is an
important technique in image processing used for
smoothing images, extracting edges, and
computing image derivatives. In CNN, the input
image is a matrix with dimensions (HxXWxD), where
His the height, W is the width, and D is the number
of channelsin the image. For colorimages, D=3, for
grayscale images, D= 1. The other matrixis called a
kernel, which is a matrix with dimensions
(MxNxD), where M and N are usually (3x3), and D
has the same size as the number of channels in the
inputimage [1].

The CNN network structure consists of layers
stacked on top of each other, including four types
of layers: convolution layer, pooling layer, non-
linear layer, and fully-connected layer. However,
the CNN network structure can vary depending on
the specific task. During the transformation of the
CNN network, many highly effective models have
been developed, such as VGGNet, GoolLeNet,
ResNet, EffecientNet, and SeNet.

Fully Connected layer

Figure 2. CNN network model

Before the emergence of deep learning and
effective deep learning models, traditional feature
extraction methods often represented faces as a
landmark map. The face landmark map is a set of
the most distinctive feature positions on the face,
such as the eyes, nose, mouth, chin, and nasal
spine. However, it also ignores many other facial
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features such as cheeks, forehead, skin color, ears,
wrinkles, eye color, etc. The landmark vectors will
apply classic machine learning classification
algorithms such as SVM, KNN, Naive Bayes,
Random Forest, MLP.. to determine the identity of
the face. Traditional methods often have low
accuracy according to research from [4].

)
I
|
|
I
I
I
|
|
I
|
I
|
I
I
|
I
|
I
|
I
I

4x4
Pooling layer

192x1
Full connection layer

Figure 3. Face recognition using CNN[5]
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From 2012 onwards, following the success of the
AlexNet architecture model from Professor
Hinton's research group, which won the ImageNet
competition with a large margin over the following
positions and broke the previous stereotypes
about the features of machine learning models
compared to the features of traditional methods, it
opened up the development and application of
CNN network models in the field of artificial
intelligence. With up to 60 million parameters and
many hierarchical layers, each layer will have its
own ability to extract unique facial features, and
there will be pooling layers and activation
functions to speed up the computation process.
Later model architectures have been improved to
address the issues of previous architectures.
Currently, research centers around the world
continue to improve and publish many new model
architectures.

The main technical solution to the problem is
choosing a CNN model for facial recognition that
meets the requirements. The state-of-the-art
(SOTA) CNN models are those with high accuracy
and good performance in solving image processing
problems, especially facial recognition. These
models are usually trained on large and diverse
datasets, capable of extracting deep and
discriminative facial features, and can be applied
to various situations [8]. In building a practical
facial recognition application, using SOTA CNN
models has many benefits, such as:

- Increasing the accuracy and efficiency of facial
recognition applications compared to traditional
methods or older CNN models.

Unsupervised face image set

Supervised face image set MTCNN face

» detection and

Image set

- Reducing time and effortin designing and training
a CNN model from scratch by using pre-trained
SOTA CNN models or fine-tuning them for
specific problems.

- Addressing difficult issues in facial recognition,
such as changes in viewing angle, lighting,
expression, age, gender... of the face.

- Therefore, to solve our problem, we focus on
SOTA CNN models. Highly rated and effective
deep learning models currently include Google's
FaceNet, Oxford's Resnet-50 trained on the
VGGFace2 dataset, CMU's OpenFace,
Facebook's DeepFace, and VGGFace by the VGG
group. To choose a model, the research team will
focus on comparing the performance of FaceNet
and VGGFace based on research results [9] to
test with the designed hardware system.

- FaceNet and VGGFace are two highly-rated SOTA
CNN models in terms of accuracy and
performanceinfacial recognition.

- FaceNet is a CNN model trained to create vector
representations for faces, such that the
Euclidean distance between vectors of the same
person is small, while the distance between
vectors of different peopleislarge [8, 10].

- FaceNet represents a state-of-the-art neural
network forfacial recognition, verification, and
clustering. This 22-layer deep neural network
isdesigned to trainits output directlyasa 128-
dimensional embedding. The loss function
employed in the final layer is known as triplet
loss. FaceNet consists of the aforementioned
components, which we will examine
sequentially [11].

DCNN | embeding | Triplets

» batch [—»

Test set alignement

Preprocessing module

structure Loss

Low-dimensional representation extraction module

Figure 4. The structure of the FaceNet architecture [11]

The most crucial aspect of the FaceNet model is the
end-to-end learning of the entire system. Triplet
loss enables a direct reflection of our objectives in
facial verification, identification, and classification.
The triplet loss of [12] aids in projecting all faces
with a similar identity to a single point within the
embedding space. Fig. 4 illustrates the structure of
the FaceNet architecture.
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VGGFace is a deep learning neural network model
for facial recognition, researched by the Visual
Geometry Group (VGG) from the University of
Oxford and built upon the VGGNet architecture, a
famous CNN architecture in the field of computer
vision. VGGFace is trained on a large dataset of
labeled faces and can recognize faces belonging to
many different individuals. This model can
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generate scalar facial representations for each
face, making the process of identification and
classification of faces fasterand more accurate.

The VGGFace model, named later, was described
by Omkar Parkhi in the 2015 paper titled “Deep
Face Recognition” [13]. The VGGFace model uses
the VGGNet architecture with blocks of layers with
small kernel sizes, ReLU activation functions,
followed by Max Pooling layers, and finally, Fully
Connected layers for classification. The VGGFace
dataset consists of 2.6 million images containing
faces of 2.6 thousand people. The dataset is used
to develop CNN models for facial verification and
classification tasks. Specifically, popular models
are trained on the dataset and evaluated to
determine the best state-of-the-art (SOTA) model.

Building upon the large facial dataset of VGG,
VGGFace2 wasintroduced in 2017 as a larger facial
dataset, including 3.31 million images of 9131
subjects, with an average of 362.6 images for each
subject. The images were collected from Google
and exhibit diversity in age, appearance, ethnicity,
occupation, and pose [14]. Unlike VGGFace, which
uses a CNN architecture based on VGG, VGGFace2
employs the ResNet-50 or SqueezeNet-ResNet-50
models. These models have been trained on the
VGGFace?2 dataset and have achieved state-of-the-
art performance.

Both models can achieve high accuracy on
standard datasets such as LFW, YTF, IJB-A... These
models can be applied to various facial recognition
problems, such as face verification, face
recognition, face classification, and face detection.
Therefore, testing these two models can help
assess the performance of security control
software in various situations. In addition, these
models can work with different types of data, not
limited to high-quality facial images. FaceNet can
handle facial images with variations in viewing
angle, lighting, and expression... VGGFace can
handle facial images with differences in age,
gender, and ethnicity... Thus, testing these two
models can help assess the flexibility and
sustainability of the software in managing access
control for military units.

Data collection method: In this study, we focus on
testing methods for face detection, feature
extraction, and face classification. The data used
for testing is collected by the research team from
facial images of colleagues to train and test. For
each person, an IMX219 8MP camera is used to
capture facial images from various angles, states,
and lighting conditions (Fig.5). The proposed
hardware configuration is the NVIDIA Jetson Nano
B1 embedded computer (4-core ARM A57 CPU,
128-core Maxwel GPU, 4 GB Memory).
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Figure 5. Each face is collected from various various angles, states, and lighting conditions

2.2. Functions of modules
As presented in section 2.1.1, with advanced and
efficient features, this software system is a perfect

solution for units that want to ensure security and
manage access intelligently and innovatively. The main
functions of the software subsystem include (Fig. 6):

Security control software system

[ [ I
. Access information
Identity .
management for Audio alert
management
protected areas
. Connection
Synchronized data . .
. Image alert function with other
connection A
devices

Figure 6. The functional decomposition model of the software system
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Identity management: allows adding new
identities, deleting existing identities, changing

identity information, and updating identity image
changes (Fig.7).
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Figure 7. Screen interface of the identity management function

Access information management for protected
areas: allows automatic updating of entry and exit
information, checking entry and exit information
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by time, checking entry and exit information by
object, printing entry and exit reports by time, and
printing entry and exit reports by object (Fig.8).
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Figure 8. Screen interface of the Access information management for protected areas

Audio alert function: allows setting up an audio
alert mode when an unidentified person is
detected, and setting up alert disabling.

Image alert function: allows displaying personal
logininformation onthe connected screen (Fig.9).
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Figure 9. Screen interface of the image alert
function
Connection function with other devices: allows
adding new connections from devices, deleting
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connections with devices, and updating
connection status with devices. Synchronized data
connection function: allows updating connection
status with devices, checking connections, and
extracting identity data.

2.3. Testresults

2.3.1. The CNN SOTA model

We tested two face recognition models, FaceNet
and VGGFace, on the proposed hardware, NVIDIA
Jetson Nano B1, with an IMX219 8MP camera
module. Both models achieved high accuracy on
the LFW dataset, a standard dataset in the field of
face recognition. In addition, these models can
also recognize the faces of colleagues around them
after being trained on images taken from various
angles, states, and different lighting conditions.
This demonstrates the flexibility and robustness of
the two models in handling facial variations.
Accuracy is calculated as the ratio of the number of
correctly identified face image pairs to the total
number of face image pairs tested. Speed is
calculated as the average time to recognize a pair
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of face images. The test results are shown in the
followingtable:

Table1. Test results of two face recognition models
onthe proposed hardware

Model Accuracy (%) Speed (seconds)
FaceNet 99.63 0.6
VGGFace 98.95 1.2

Thus, the experiment on the proposed hardware
shows that the FaceNet model meets the accuracy
and speed requirements for practical applications.

2.3.2. Thesoftware

Currently, the research team s in the testing phase
of this software system at the Combat Duty Room
of the Command Headquarters of the Military
Command of Ba Ria-Vung Tau Province, and has
obtained certain results. The software has
demonstrated the ability to accurately identify
objects entering and exiting through identity
management categories; automatically and
continuously manage information entering and
exiting protected areas; sound and image alerts
when unidentified individuals are detected; set up
connections with other devices to efficiently
collect and process data; and set up synchronized
data connections to help users save time and effort
ininformation management. The software has also
received satisfaction and trust from users in
managing the entry and exit of the unit.

Compared to traditional methods of managing
entry and exit of the unit, such as notebooks and
observing cameras with the naked eye, the
security control software system of the unit is a
newer and more advanced solution, with
outstanding advantages such as accuracy, safety,
convenience, and efficiency in managing,
monitoring, and supervising entry and exit in
critical areas of the military.

3.CONCLUSION
In this article, we have introduced the security

control software system of the local military unit.
This software uses the SOTA CNN network to
recognize faces by testing the two best face
recognition models currently available, FaceNet
and VGGFace. The tests on the proposed hardware
show that the FaceNet model meets the accuracy
and speed requirements for practical applications.
This article has presented in detail the functions of
the security control software and evaluated the
expected effectiveness of the software in the actual
testing process. Currently, the product is in the
process of continued testing and improvement;
after completion, this system will be applied in
many local military units in the southern region.

While the article focuses on the security control
software system for military units, there are
potential broader implications for society as a whole.
The use of advanced face recognition technology can
improve security measures in various settings, such
as airports, government buildings, and public events.
However, it is important to consider the ethical
implications of such technology, including privacy
concerns and potential misuse.

In terms of future research and development, there is
potential for civilian use of the system. For example,
the software could be adapted for use in private
security systems or for access control in corporate
settings. Additionally, further research could explore
the use of other advanced technologies, such as
biometric authentication or machine learning
algorithms, to enhance security measures.

In general, the security control software system
discussed in this paper has the capability to
considerably enhance security measures in both
military and civilian environments. Further research
and development will be required to guarantee the
ethical and efficient utilization of this technology.
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Ung dung tri tué nhéan tao xdy duwng hé théng phan
mém kiém soat an ninh ¢ cac don vi bo doi dia phwong

) Nguyén Trong Thé, Nguyén Khic Diép va Dwong Xuan Tra
TOMTAT
Bai bdo nay gidi thiéu viéc tng dung tri tué nhén tao dé xdy dung hé théng phéin mém kiém sodt an ninh ctia don
vi b déi dia phuwrong. Hé théng phén mém ndy st dung mang noron tich chdp (CNN) SOTA dé nhén dién khuén
mdét bdng cdch thir nghiém hai mé hinh nhén dién khuén mdt tét nhét hién nay Id mé hinh FaceNet va mé hinh
VGGFace. Qua thir nghiém trén phén cing dé xudt cho thdy mé hinh FaceNet ddp ung duoc do chinh xdc va téc
dé cho trng dung thure t€. Phdin mém ndy bao gém nhiéu hang muc quan ly dinh danh dé dém bdo an ninh théng
tin va gidm sdt ra vao ctia bé déi va cdc déi tuong khdc. Ngodi ra, phdn mém con bao gébm cdc tinh néng quan ly
théng tin ra vao khu vuc béo vé, cho phép canh bdo Gm thanh va hinh énh dé dém bdo an toan va bdo mét cho
khu vure d6. Phéin mém ciing cho phép ngudi diing cai dét két ndi vdi cdc thiét bj khdc dé thu thép va xi ly dir liéu
hiéu qud. Pbng thoi, nd ciing hé tro két néi dong bo dit liéu dé giup ngudi ding tiét kiém thoi gian va céng strc
trong viéc quan ly théng tin. Hé théng phén mém ndy cung cdp mét gidi phdp toan dién va hiéu qua dé dém bdo
an ninh va gidm sdt ra vao tai cdc don vi bo déi dia phurong. Bang cdch tén dung tri tué nhén tao, hé théng cd thé
thich tng va cdi tién theo thoi gian, mang lai hiéu suét va khé ndng néng cao dé ddp trng nhu cdu an ninh dang
phdt trién cua cdc té chirc qudn suw. Hon nira, phdn mém cé giao dién thén thién vdi ngudi diing va cho phép tuy
chinh, dém bédo dé str dung va thich tng vdi nhu cdu cu thé cla tirng don vi. Hé théng phdn mém nay cung cdp
moét giGi phdp toan dién va hiéu qua d€ dém bdo an ninh va gidm sdt ra véo tai cdc don vi bé déi dia phuong.
Nh& tng dung tri tué nhén tao, hé théng cd thé thich tng va cdi tién, ddp trng nhu cbu kiém sodt an ninh & cdc
don vj bé déi. Phurong phdp cdi tién duorc trinh bay trong bai bdo ndy cé thé cdi thién ddng ké tinh hinh kiém sodt
an ninh cta cdc don vi bé déi dia phuirong, gép phdn ddm bdo an toan cho ¢ quén nhén va nhén dén.

Tirkhéa: tritué nhén tao, CNN SOTA, kiém sodt an ninh, nhén dién khuén mdt
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